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ARTICLES 

Algorithmic futures 
The life and death of Google Flu Trends 

Vincent Duclos 

Abstract  
In the last few years, tracking systems that harvest web data to identify trends, calculate 

predictions, and warn about potential epidemic outbreaks have proliferated. These systems 

integrate crowdsourced data and digital traces, collecting information from a variety of online 

sources, and they promise to change the way governments, institutions, and individuals 

understand and respond to health concerns. This article examines some of the conceptual and 

practical challenges raised by the online algorithmic tracking of disease by focusing on the case 

of Google Flu Trends (GFT). Launched in 2008, GFT was Google’s flagship syndromic 

surveillance system, specializing in ‘real-time’ tracking of outbreaks of influenza. GFT mined 

massive amounts of data about online search behavior to extract patterns and anticipate the 

future of viral activity. But it did a poor job, and Google shut the system down in 2015. This 

paper focuses on GFT’s shortcomings, which were particularly severe during flu epidemics, 

when GFT struggled to make sense of the unexpected surges in the number of search queries. 

I suggest two reasons for GFT’s difficulties. First, it failed to keep track of the dynamics of 

contagion, at once biological and digital, as it affected what I call here the ‘googling crowds’. 

Search behavior during epidemics in part stems from a sort of viral anxiety not easily amenable 

to algorithmic anticipation, to the extent that the algorithm’s predictive capacity remains 

dependent on past data and patterns. Second, I suggest that GFT’s troubles were the result of 

how it collected data and performed what I call ‘epidemic reality’. GFT’s data became severed 

from the processes Google aimed to track, and the data took on a life of their own: a trackable 

life, in which there was little flu left. The story of GFT, I suggest, offers insight into 

contemporary tensions between the indomitable intensity of collective life and stubborn 

attempts at its algorithmic formalization. 
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On 20 August 2015, Google quietly shut down Google Flu Trends (GFT), its flagship 

algorithmic syndromic surveillance system, which was designed for the ‘real-time’ tracking of 

outbreaks of influenza. Over the preceding year or so, GFT had become the object of 

mounting criticism: on a number of occasions, it had heavily overestimated actual influenza 

activity.1 Looking at GFT’s troubles, I ask what they can teach us about the conceptual and 

practical challenges raised by the recent proliferation of digital systems aimed at accounting 

for and protecting against uncertainty. I explore the workings, effects of, and issues raised by 

online tracking, specifically in relation to the emerging field of digital epidemiology.  

Recent advances in algorithmic calculation, big data analytics, and artificial intelligence promise 

to change the way governments, institutions, and individuals understand and respond to health 

concerns. This is particularly the case for infectious disease surveillance. ‘Big data’ is expected 

to reorganize public health surveillance and to help manage global health risks of all sorts 

(National Academies of Sciences and Medicine 2016). The last few years have witnessed a 

proliferation of disease-tracking systems that harvest web data to identify trends, calculate 

predictions, and warn about potential epidemic outbreaks (Brownstein, Freifeld, and Madoff 

2009; Schmidt 2012). Online disease-surveillance systems integrate data and digital traces, 

collecting information from a variety of online sources, including search queries, Twitter and 

Facebook feeds, online news reports, and content crowdsourced from user communities. 

Aggregated data are expected to be a particularly alert sentinel, whose vigilance and sensing of 

danger ‘can aid in preparation for an uncertain, but potentially catastrophic future’ (Keck and 

Lakoff 2013, 2). The tracking of online activity has become an important technique in the 

government of pandemic threat on a global scale (Feldman and Ticktin 2010).  

GFT has been the most significant attempt by a giant data-mining corporation to transform 

global health. An analysis of GFT thus offers an entry point to examine how big data analytics, 

specifically algorithmic detection and related data-mining techniques, may intervene in 

population health on a global scale. GFT can be situated within a wide spectrum of analytical 

systems aimed at decrypting and making transparent biological and social life. These systems, 

and big data analytics in particular, seem to fulfill the dream of ‘a world where there is no 

 

1  In this article, ‘flu’ and ‘influenza’ are used interchangeably.  
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“unknown” left to discover’ (Halpern 2015, 12). The kind of tracking performed by GFT 

translates assumed realities into numbers and trends (Rottenburg and Merry 2015, 2). It turns 

an increasingly networked world into a searchable, mappable space (Munster 2013). In this 

article, I understand algorithmic tracking as an ordering process aimed at narrowing an 

‘unaccountably vast array of possibles’ (Peters 2015, 333). Tracking seeks to domesticate an 

apparently incommensurable reality marked, in the case at hand, by the threatening elusiveness 

of emergent flu activity and, indeed, of a coming epidemic (Caduff 2015).  

GFT mined massive amounts of past data (about online search behavior and doctor visits) to 

extract patterns that could be used to predict future viral activity. Its predictions, it turned out, 

were at times rather poor. This paper focuses on GFT’s shortcomings, which were particularly 

severe during epidemics, in comparison to seasonal flu. The reason most commonly advanced 

– including by Google – to explain this failure during epidemics can be summarized as ‘media-

stoked panic’. Put simply, during epidemics GFT’s algorithm was susceptible to unexpected 

surges in search queries (Copeland et al. 2013). These surges were apparently triggered by 

massive media coverage, which was, in turn, aggravated by GFT’s own overestimations of flu 

activity. Here, I examine this narrative by focusing on the difficulties presented to GFT by the 

behavior of the ‘digital crowd’, or, more specifically, of the ‘googling crowd’. I suggest that 

GFT failed to keep track of the dynamics of contagion, a contagion both biological and digital. 

In the case at hand, sudden increases in search traffic may reveal as much about the effect of 

media attention on search habits as they do about the actual presence of flu activity. I further 

suggest that the troubles experienced by GFT complicate the narrative of the ‘wisdom of 

crowds’, whose existence GFT was widely taken to demonstrate. Specifically, search behavior 

during epidemics points to a sort of viral anxiety not easily amenable to algorithmic 

anticipation, to the extent that such anticipation relies on past data and patterns. The troubles 

experienced by GFT are the outcome of its struggles in anticipating the behavior of the 

googling crowd, behavior that seemed particularly unstable during epidemics. Under these 

circumstances, it became evident that the behavior of Google users, which GFT trusted to be 

consistent over time, was greatly suggestible. GFT struggled to understand how that behavior 

is influenced by viral activity that was indiscernibly biological and digital.  

I argue, however, that the excesses and contingencies of viral activity are not sufficient to 

explain the struggles of GFT. I propose a second, complementary explanation: GFT’s 

struggles also lie in how a certain conception of viral activity – the ways that biological and 

digital life are expected to translate into certain types of online search behavior – was 

incorporated into the design of GFT’s algorithm. That conception, for instance, guided the 

choice of what should or should not be considered as relevant data. In other words, to 

understand GFT’s troubles, we have to examine both how viral life exceeds translation into 

algorithmic form (explanation 1) and how such a form created the life it attempted to 

measure/track (explanation 2), that is, how GFT was overwhelmed by design.  
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The story of GFT challenges common narratives in which big data modeling and mining 

appear as quasi-naturalized operations. It undermines the dichotomy between all-embracing 

technical ordering and the apparently indomitable complexity of life itself, a dichotomy that 

often remains implicit in discussions of algorithmic futures. There is no clear-cut distinction, 

in GFT, between algorithmic formalization and viral activity. In contrast with threatening 

narratives of the ‘algorithmic drama’ (Ziewitz 2016), in which algorithms are cast as 

autonomous, opaque, yet powerful objects, GFT’s troubles have to be situated within a larger 

series of relations, including the interests, values, and assumptions that have been incorporated 

into its design (Noble 2018). To a large extent, it is in fact the fetishized conception of the 

algorithm, conceived as immune to the disorderly, unpredictable life of the googling crowd, 

that led to GFT’s troubles. Yet as this article makes clear, these troubles should not be seen 

as demonstrating the existence of ‘wild and distinctively human remainders that computing 

can supposedly never consume’ (Seaver 2018, 380). By contrast, the story of GFT highlights 

the need for anthropology to approach algorithmic processes on their own terms (Lowrie 

2018). By focusing on how GFT was designed and functions, I underline the shakiness of any 

rigid boundary between the computable and the incomputable, life and form, the artificial and 

the biological. 

This analysis draws on varied sources, including technical reports, scientific scholarship, gray 

literature, and news reports, and engages with a wide set of arguments that I think can help us 

better apprehend the story at stake. The aim is not to generate a conceptual framework that 

could be applied to every online disease tracking system. Answering Tom Boellstorff’s (2015, 

108) call in this respect, I nevertheless do try to craft theoretical tools that can address ‘patterns 

and dynamics beyond case study and the individual field site, even as those specificities shape 

the building of theory as well as its contextual modification’. 

An outbreak down the street 

The last decade has witnessed the rapid emergence of the field of digital epidemiology, with a 

proliferation of systems aimed at the early detection of disease activity (Brownstein, Freifeld, 

and Madoff 2009; Nuti et al. 2014). Disease detection and forecasting models are integrating 

data from various social media sources. The benefits often associated with such a web-based 

approach are speed and cost. They include early outbreak detection, reduction in the delay in 

response, improved geographical precision, accurate health metrics, and low cost in 

comparison to traditional surveillance methods. Digital technologies are, for instance, 

expected to fill what is considered to be a knowledge vacuum in the early stages of an outbreak 

or in the absence of health care–based surveillance data (Majumder et al. 2016). While these 

systems may make use of different data sources, they are all based on the premise of a 

correlation between web content (very often search or posting behavior) and trends in the 
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epidemiology of certain diseases. This correlation has been well documented, especially as far 

as web searches are concerned (Alicino et al. 2015; Hay et al. 2013). To varying degrees, web 

search-query data were found to be capable of tracking dengue (Chan et al. 2011), norovirus 

disease (Desai et al. 2012), HIV infections (Jena et al. 2013), and Lyme disease.  

Launched in November 2008 by Google.org, the philanthropic arm of Google, GFT was the 

mother of all digital epidemiology systems.2 Intended as the flagship of an emerging industry, 

GFT was to demonstrate the life-saving power of data and high-speed computation. It was 

thus cause for great optimism, including among Google’s rank. ‘I envision a kid (in Africa) 

getting online and finding that there is an outbreak of cholera down the street’, explained Larry 

Brilliant in 2006, in an interview with Wired News (Zetter 2006). A few days later, Brilliant, who 

would soon set up Flu Trends as the executive director of Google.org, gave a TED Talk in 

which he expressed his wish to build a powerful ‘early-warning system to protect against the 

things that are humanity’s worst nightmare’ (Brilliant 2006).3 Speaking a year after its launch, 

Eric Schmidt, then Google’s CEO, also placed high hopes in Flu Trends’ life-saving capacities: 

‘Many people believe that this device can save 10, 20, 30,000 lives every year just because the 

healthcare providers could get earlier and contain the outbreak [sic]. It’s an example of 

collective intelligence of which will are [sic] many, many more’ (Schonfeld 2009). Google’s 

enthusiasm was also catching among public health experts and within the tech industry.4 GFT 

similarly attracted significant scholarly attention, as the initial Nature article describing the 

system has been cited more than two thousand times since 2009. It was also widely covered 

and celebrated in mainstream news media, including the New York Times, CNN, Wall Street 

Journal, and Forbes, among others.  

The expectations created by Flu Trends are hardly surprising. After all, Flu Trends combined 

two contemporary technoscientific pursuits aimed at conjuring order out of disorder and 

safety out of a threatening future. First, interest in syndromic surveillance (surveillance using 

health-related data that precedes diagnosis and signals a sufficient probability of an outbreak 

to warrant further public health response) sharply increased after 11 September 2001, because 

of concern about the possibility of bioterrorist attacks (Berger, Shiau, and Weintraub 2006). 
 

2  The US Centers for Disease Control and Prevention (CDC) has defined syndromic surveillance as 

‘surveillance using health‐related data that precede diagnosis and signal a sufficient probability of a case 

or an outbreak to warrant further public health response’ (Eysenbach 2006, 244). 

3  For the full TED talk, see https://www.ted.com/talks/larry_brilliant_wants_to_stop_pandemics. 

4  Dr. Joseph Bresee, chief of the epidemiology and prevention branch of the CDC’s influenza division, 

commented on GFT’s launch in these terms: ‘We really are excited about the future of using different 

technologies, including technology like this, in trying to figure out if there’s better ways to do 

surveillance for outbreaks of influenza or any other diseases in the United States’ (Landau 2008). 

https://www.ted.com/talks/larry_brilliant_wants_to_stop_pandemics
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GFT was thus launched in the midst of a decade of ‘preparedness’ efforts that, in the name of 

global health security, planned for future catastrophic events in the present.5 As has been well 

documented, the politics of preparedness are not per se concerned with preventing the 

occurrence of catastrophic events or with avoiding threats; rather, it is assumed that they will 

happen and thus should be considered as vulnerabilities to be mitigated (Lakoff and Collier 

2010, 263). This applies to flu outbreaks. As was revealed by Carlo Caduff’s (2015) exploration 

of pandemic influenza preparedness in the United States, imaginaries of the pandemic as an 

uncertain but inevitable event draw upon contemporary sensibilities and anxieties while 

allowing prophetic claims to be framed in authoritative, scientific terms. In much the same 

way, GFT is expected to turn emergent flu outbreaks into relatively stable, predictable objects 

of knowledge.  

The excitement around Flu Trends must also be understood in light of the relationships 

emerging among big data, algorithms, and health.6 Over the past few years, as patients and lay 

people increasingly have shared their health concerns, locations, and physical movements via 

digital media, much-lauded possibilities have emerged for the tracking and prediction of 

population health. This has been accompanied by a surge of interest within popular science 

and scholarly writings. Data-processing algorithms have found particular resonance in the field 

of global health, which has been for quite some time preoccupied with stabilizing ‘messy 

complexities of “living”’ (Adams 2016, 29) by developing indicators and quantitative metrics 

(Rottenburg and Merry 2015). To borrow from the biography of Christopher J. L. Murray, the 

director of the Institute for Health Metrics and Evaluation, the use of big data aims to generate 

epic measures ‘in the service of the most essential question of all: how to measure – and 

improve – how we live and die. And everyone, everywhere was included – now and for all 

time’ (Smith 2015, xvi).7 Producing epic measures: GFT set out to do just that.  

How was GFT (not) working?  

GFT monitored web searches to track flu-like illness in a population. Online search queries 

acted as sentinels, allowing GFT to detect surges in viral activity. Put simply, the system was 

 

5  This has been illustrated by the establishment of the World Health Organization’s Global Outbreak 

Alert and Response Network and by the increasing role played by the CDC in global health. 

6  It is not a coincidence that Mayer-Schönberger and Cukier (2013) open their book on big data by citing 

the case of GFT as prime example of the ‘datafication’ of the world.  

7  The use of algorithmic modeling is central in the calculation and visualization of health trends and 

forecasts by the IHME. For a short story on how Netflix’s algorithm was imported into the global 

health field, see Paulson (2013). 
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based on a correlation between search behavior and flu activity. This correlation can be traced 

back to the design of GFT in 2008. To design its algorithms, Google took the most common 

fifty million search terms that Americans type and compared them with data from the US 

Centers for Disease Control and Prevention (CDC) on the spread of seasonal flu between 

2003 and 2008 (Ginsberg et al. 2009). Google then identified a combination of forty-five items 

– words such as ‘headache’ and ‘runny nose’ and queries related to influenza complications – 

that had a strong correlation with the official CDC figures of doctor visits for influenza-like 

illness. Both past online search data and CDC data were region sensitive, with GFT identifying 

IP addresses associated with each search to determine the state in which the query was entered. 

Using this correlation between localized searches and doctor visits, it developed an algorithmic 

model aimed at anticipating influenza activity based on people’s web searches. And, 

importantly, it was able to do so one to two weeks ahead of national health agencies’ estimates. 

GFT used aggregated historical logs of online web search queries and CDC reports on actual 

flu activity to anticipate an outbreak of the disease in a particular region: as Thomas (2014, 

294) suggests, in GFT the ‘future is anticipated and surveilled using past data’. GFT did not 

represent present flu activity. Rather, it forecasted future CDC reports in the present (Arthur 

2014). By the time it was shut down, GFT was active in twenty-nine countries worldwide.8 

For some time after the launch of its operations, GFT was relatively successful. But it soon 

had its ups and downs. In February 2013, an article published in Nature reported that it had 

drastically overestimated the peak of influenza during the 2012–2013 season in the United 

States (Butler 2013). The primary reason for this, the article argued, was the widespread media 

coverage of a particularly severe flu season, in which viral activity – as established by 

conventional epidemiological methods – rose quickly to well above average. This eventually 

led to the declaration of a public health emergency by the state of New York. The related 

media coverage then triggered unanticipated online behavior: in early 2013, there were more 

flu-related searches in the United States than ever before. This, Google later acknowledged, 

provoked GFT’s overestimation, which reached more than twice the CDC-reported incidence 

(Copeland et al. 2013). Google further concluded that GFT’s algorithm was susceptible to 

heightened media coverage and to the related sudden surges in flu-related search queries, 

which the algorithm erroneously counted as ‘positives’ although they in fact were ‘false 

positives’.  

Adding to this, GFT itself contributed to aggravating media reports of the flu season, since its 

own publicly available predictions of a record-breaking severe flu season were used in reports 

 

8  GFT also led to the launch, in 2011, of Google Dengue Trends, which was active in ten countries 

before also being closed, in August 2015. 
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providing an amplified picture of the flu season. GFT data thus found its way into widespread 

media coverage, with titles such as ‘Going Viral: Google Searches for Flu Symptoms Are at an 

All-Time High. Is It Time to Panic?’ (Oremus 2013) or ‘The Google Flu Chart That’s Blowing 

Everyone’s Mind’ (Boesler 2013). This led to a vicious cycle in which media coverage, surging 

numbers of internet searches, and GFT reports seemed to validate but actually exacerbated 

one another, provoking a general sense of panic (Flahault et al. 2017).  

How did GFT actually work? Specifically, in GFT’s tracking algorithm, what was the 

relationship between signal and noise? Flu Trends aimed to detect influenza-like illness (ILI) 

before it was diagnosed. To do so, it sought to correlate online search queries with actual flu 

activity. But, of course, not all flu-related queries signal disease. Flu-related queries also include 

misspellings, people feeling anxious about reading the news, searches for unrelated 

information, and so on. The challenge, then, was to differentiate queries that signaled viral 

activity – either affecting the Google user or a relative – from ambient noise.9 The 

inconsistency of online health-related search behavior during an outbreak or pandemic was an 

issue Google had been well aware of since the early days of GFT (Eysenbach 2006). In a paper 

published in 2009 in Nature, GFT engineers acknowledged this potential limitation:  

In the event that a pandemic-causing strain of influenza emerges, accurate and early 

detection of ILI percentages may enable public health officials to mount a more 

effective early response. Although we cannot be certain how search engine users will 

behave in such a scenario, affected individuals may submit the same ILI-related search 

queries used in our model. Alternatively, panic and concern among healthy individuals 

may cause a surge in the ILI-related query fraction and exaggerated estimates of the 

ongoing ILI percentage. (Ginsberg et al. 2009, 1014) 

In other words, Google was worried that pandemic influenza might cause healthy but panicked 

individuals to change their search behavior in an erratic way. The question raised was not 

trivial: would the efficacy of GFT be limited to seasonal flu, or could it account for pandemic 

influenza? Difficulties experienced by GFT during the initial wave of pH1N1, in the spring of 

2009, raised further doubts; Google then reworked the GFT model and obtained better results 

 

9  This challenge is not unique to Flu Trends. As was noted by Dion, AbdelMalik, and Mawudeku (2015, 

212), writing in the context of the Global Public Health Intelligence Network: ‘One of the primary 

challenges of Big Data in general and social media content in particular, is the “signal-to-noise” ratio 

which can significantly increase the potential for false positives and false negatives. With the influx of 

discussions and tweets surrounding the Ebola outbreak in West Africa, for example, it was difficult to 

distinguish between actual signals of concern and the plethora of messages that would otherwise be 

expected during such an event’. 
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during the second wave of pH1N1, later in 2009 (Cook et al. 2011). The 2012–2013 influenza 

season in the United States further suggested that while GFT may not lack sensitivity (it did 

not miss signals), there should be concerns over its specificity (it picked up false signals). GFT 

struggled to estimate flu activity properly when there were unanticipated changes in online 

search behaviors triggered by extraordinary exposure to epidemic-related information. As a 

result, GFT failed the most during epidemics.  

Panic in the digital crowd 

At least since they became an object of analysis in the late nineteenth century, crowds have 

been considered dumber than their smartest members. Crowds, suggests this dominant 

narrative, are irrational, stupid, regressive, and potentially dangerous.10 The last two decades, 

however, have witnessed the formation of an apparently new language of crowds – 

‘crowdsourcing’, ‘crowdfunding’, etc. – that ‘has become one of the dominant modes of 

figuring the collective at the heart of new information technologies today’ (Kelty 2012, 6). 

What has emerged is a concept of the ‘digital crowd’ that could not be further away from 

crowd theory’s notion of chaotic, suggestible masses. Decentralized and self-organizing, the 

digital crowd has come to stand for a democratizing force by which connected citizens 

participate – knowingly or not – in various forms of collaborative work that produce different 

kinds of value.11  

This newfound potential of the digital crowd was compellingly elaborated and popularized by 

James Surowiecki in his best-selling 2005 book The Wisdom of Crowds. Under the right 

conditions, suggests Surowiecki, large groups of people can be smarter than the smartest 

people in them. The argument goes like this: if you put a large enough group of diverse people 

in just about any problem-solving situation – for instance, asking them to make a prediction 

or estimate a probability – the average of all responses will be more accurate than any given 

individual response. The reason for this, explains Surowiecki (2005, 10), is quite simple: the 

errors people make in coming up with an answer will cancel themselves out. The average 

judgment of the crowd converges on the right solution. Google, Surowiecki notes, was built 

 

10  Gustave Le Bon perhaps best captures this collective dumbing down in his classic The Crowd: A Study 

of the Popular Mind ([1895] 2009, 205): ‘For instance, a gathering of scientific men or of artists, owing to 

the mere fact that they form an assemblage, will not deliver judgments on general subjects sensibly 

different from those rendered by a gathering of masons or grocers’.  

11  The value produced by digital crowds can obviously be commercial, for example, crowdsourcing 

marketplaces such as Amazon’s Mechanical Turk, but also moral or biopolitical, as in the case of 

Google Flu Trends, in which more precise epidemiological information was expected to help tailor 

public health interventions.      
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on such wisdom, as its PageRank algorithm – and thus its whole searching experience – 

encapsulates the knowledge of web users: the more links to a page, the most valuable it is 

estimated to be, and the higher its ranking will be. A similar logic applied to the design of 

GFT. As was noted by Cukier and Mayer-Schönberger (2013, 33), the sheer size of the data 

set mined by GFT’s algorithm was to compensate for its messiness and noise, for things like 

misspellings and searches for unrelated information. GFT promised to provide a vivid 

illustration of how the wisdom of the crowd could be tapped into for social good.  

GFT’s troubles, however, evidently suggest that even very large crowds can go wrong. The 

digital crowd, as Surowiecki himself has specified, is far from infallible. The most probable 

reason GFT started to integrate data it should not have points to what Surowiecki considers 

to be the main paradox of the intelligent crowd: it is imagined not merely as a collection of 

individuals but as independently deciding individuals who should affect one another as little 

as possible.12 The wisdom of the crowd apparently depends on avoiding the ‘herding effect’, 

in the form, for example, of social influence: ‘One key to successful group decisions is getting 

people to pay much less attention to what everyone else is saying’ (Surowiecki 2005, 65). The 

most intelligent crowd is thus composed of members in a state of connected, or ‘shared’, 

isolation.13 It is connected but not influenced. For the stupidity of the old crowd to give way 

to the intelligence of the digital crowd, it has to rid itself of its most basic feature, which made 

it suspect in the first place: its affectability. It has to restore the autonomy of the liberal subject: 

smarter in a group but only if thinking on their own. The intelligent digital crowd very much 

looks like a human group deprived of its emergent, vital energies.  

It is, I suggest, this very act of domestication that GFT’s troubles expose. In times of 

epidemics, there is a rupture of the equilibrium between the apparent independence of the 

individual members of the crowd and the affective pressure exerted by the crowd on its 

members. News gathers momentum, but rumors and fake reports go viral too. Faraway funeral 

rites, traveling bodily fluids, maps of contagion risk, and projections of how the virus might 

spread all converge into a sense of being overexposed to viruses, to others, to the world. 

During epidemics, the conditions for independent thinking, if they ever applied to GFT (more 

on this later), are most explicitly compromised. In times of epidemics, the human body appears 

more porous than usual. This is a body whose relation to the world is made up of a continuous 

 

12  Over the past decade, many experiments were conducted about the ‘social influence bias’ and how it 

apparently undermines collective intelligence. See Muchnik, Aral, and Taylor (2013) and Lorenz and 

colleagues (2011). 

13  Surowiecki (2005, 41) does not speak of ‘isolation’ but rather of ‘independence’ and of ‘relative freedom 

from the influence of others’. 
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and largely involuntary process of encounter (Thrift 2006), a body marked by the irruption of 

the ‘much-too-much’, which arrives from without (Sloterdijk 1989, 69). A body for which the 

‘outside world’, replete with stimulation of all kinds, suddenly appears all too intimate. This is 

a mobilized body, caught out in the global speeding up and intensification of events, exposed 

to ambient noise and information overload (Duclos 2017).14 Epidemics reveal a body open 

to suggestion, participating in a self-spreading tendency, a quasi-autonomous movement of 

imitative contagion (Sampson 2012). This movement also alters the course of the virus, as 

changes in behavior affect the rates of transmission and infection.   

When the apparently unpredictable course of viral life meets the contagiousness of public 

hysteria, whole populations start googling symptoms they do not have. Massive media 

coverage may contribute to generating web searches in numbers totally disproportionate to 

actual disease activity or to the real threat to public health (Towers et al. 2015). Online traffic 

gets denser, generating more noise and making it harder to translate search activity into 

meaningful signals. During October 2014, the month following the first case of Ebola in the 

United States, there were more than twenty-one million tweets about Ebola within the country. 

Data collected in this period also demonstrate a dramatic increase in web searches. Under such 

circumstances, online data no longer translate into relatively predictable patterns, comparable, 

for instance, to data from previous years. During epidemics, noise-signal ratios run amok: ‘The 

event exceeds its representation, making its meaning uncertain’ (Caduff 2014, 41). It then 

becomes clear that algorithmic anticipation struggles to exhaust the possibilities of a virtual, 

‘unspecifiable’ future-to-come (Braun 2011, 402). The correlation between online search 

trends and actual viral activity is compromised. Ultimately, GFT provided a map of collective 

anxieties and how they translated into search practices (Tausczik et al. 2012). Under particular 

circumstances, the digital crowd apparently became the old crowd again, immersed into and 

participating in the complications of the world.  

A trackable life 

Google Flu Trends could not distinguish the actual spread of flu within a population from the 

manifestation of collective anxieties, which is what it ended up mapping. However, GFT’s 

struggles should not be reduced to some irrational, fundamentally indomitable behavior of 

Google users, of Google’s crowd. By contrast, I suggest that they are also largely attributable 

to how GFT constituted the dynamics of flu activity, both apparent and real. The main issue 

 

14  The tagline ‘This is the app you want around soon to keep track of this deadly outbreak’, for instance, 

advertised the Ebola Tracker iPhone application. More than one hundred similar phone applications 

were launched in response to the Ebola epidemics. Most of them can be divided into three categories: 

Ebola news and information, Ebola gaming, and Ebola diagnosing.  
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with GFT appears to lie in how it created the very realities it attempted to measure and track. 

That is, in how it performed ‘epidemic reality’.  

To understand this critical distinction better, it is perhaps worth insisting that GFT had no 

access to viral life, that is, to the ‘reality’ of influenza-like illness. It did not, for instance, use 

remote diagnostic solutions or monitor doctor visits in a particular region. What Flu Trends 

had access to was searching behavior and specifically search queries submitted by millions of 

users. Yet GFT was intended to track flu activity. Its designers did claim that, by monitoring 

health-seeking behavior in the form of queries to online search engines, it could actually detect 

influenza epidemics (Ginsberg et al. 2009). To do so, GFT relied on a correlation of the relative 

frequency of certain search queries and the percentage of physician visits in which a patient 

presented influenza-like symptoms, visits whose count represents a classical public health 

method to assess viral activity. Only by assuming that this correlation would be stable over 

time could GFT be expected to track not only search behavior but also outbreaks themselves 

in near real-time. But this correlation turned out not to be stable over time. Specifically, the 

data on which GFT’s algorithm was trained (past search queries and epidemiological data) 

often did not match ‘the data being operated on in the wild’ (Gillespie 2016, 21).  

When considering how Flu Trends struggled to track changes in search behavior (in the wild) 

over time, two of its features are particularly worthy of attention. First, Flu Trends’ algorithm 

did not take into consideration the potential effect of alterations that were made, in the years 

following its launch, to Google’s own search environment. A notorious critique of Flu Trends 

published in Science suggested that, by making some search terms more prevalent, Google 

contributed to GFT’s overestimation issue (Lazer et al. 2014). Another critique, this time 

largely based on Flu Trends engineers’ narrative of their own difficulties, concurred: ‘Perhaps 

Google adding more suggestions for users threw off the baseline. Or perhaps the underlying 

media ecosystems or user search behavior are changing more quickly than anticipated’ 

(Madrigal 2014).  

Google’s designers do indeed regularly re-engineer the interface of the world’s largest online 

search engine. Modifications include such things as the introduction of new health-based add-

ons, navigation controls, search suggestions, and controls for refining queries and amplifying 

result information. Such changes seek to improve the user experience by making the search 

environment more appealing or easier to use. With Google generating most of its revenue 

from search, it also adapts its search environment in order to promote advertising revenue. 

Central to this operation is Google’s PageRank algorithm, which extensively governs the traffic 

to a website (Pasquinelli 2009, 7). PageRank ranks the position of a website within the search 

engine’s results primarily on its popularity, rather than, say, its relevance. PageRank is widely 

cited as a prime example of an algorithm that feeds on the collective intelligence of the digital 
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crowd. But this also takes us back to the great paradox of the digital crowd: the very networks 

that allow its ‘intelligence’ to express itself are constantly making it harder for independent 

thinking to be sustained, thus raising the specter of the monstrous, untamed force of the 

susceptible crowd. Given its compounding effect, Google’s search algorithm is particularly 

conducive to online imitation or contagion.  

Yet the digital crowd, here, should not be confused with pure affective immediacy. Its vital 

energy is at once emergent and shaped by algorithmic inscription. Put bluntly, Google’s 

business model depends on its capacity to affect online behavior in specific ways. Although 

Google prides itself on the distinction between search results and advertising – as users should 

be influenced as little as possible by exterior biases and interventions – PageRank is tweaked 

on average four hundred times every year.15 And modifications to PageRank’s algorithm do 

influence search results and the ranking of websites in huge ways. Search results are not neutral 

and they affirmatively control their users’ experiences, for better or for worse (Goldman 2006; 

Vaidhyanathan 2012). Google tweaks its algorithms in certain directions and not others (Peters 

2015, 357). Modifications in Google’s search environment are relevant to Flu Trends to the 

extent that Google does not simply channel and track user behavior. It also produces new 

triggers and shapes specific behaviors. In deciding not to tweak Flu Trends in accordance with 

or in response to changes in its own search environment, Google intriguingly assumed that 

flu-related queries would not be affected by tweaks aimed precisely at influencing web search 

behaviors, not to mention by the overall susceptibility of its search environment to contagion 

or herding effects. In other words, Google remained insensitive to the ‘internal’ conditions – 

the modifications in the very working of the search platform – affecting the generation of the 

data it mined. As a result, Flu Trends was left to predict the behavior of a deceptive, erratic 

crowd.  

In addition to this neglect of these ‘internal’ conditions, a related design feature that 

contributed to undermining Flu Trends’ algorithm has to do with how it related to whatever 

was ostensibly ‘outside’ the data it mined. Put simply, Flu Trends relied only on data from web 

searches. Its algorithm aggregated multiple query terms into a single explanatory variable, 

namely, the main trend for the terms with the strongest correlation with CDC data from 

previous years of flu activity. It has been suggested that this use of a single explanatory variable 

 

15  In a letter to its future stockholders in 2004, Google’s founders Larry Page and Sergey Brin write: 

‘Google users trust our systems to help them with important decisions: medical, financial and many 

others. Our search results are the best we know how to produce. They are unbiased and objective, and 

we do not accept payment for them or for inclusion or more frequent updating. We also display 

advertising, which we work hard to make relevant, and we label it clearly’. For the full letter, see 

https://abc.xyz/investor/founders-letters/2004/ipo-letter.html. 

https://abc.xyz/investor/founders-letters/2004/ipo-letter.html
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largely contributed to Flu Trends’ difficulties in tracking changes in people’s internet search 

behavior over time (Yang, Santillana, and Kou 2015). Most importantly, the use of a single 

explanatory variable has been criticized for preventing newly available flu activity reports, 

produced by the CDC as the season evolved, to be integrated into the model (Yang, Santillana, 

and Kou 2015). This refusal to incorporate lagged CDC data allowed GFT to detect sudden 

changes in flu activity faster than if it had periodically had recent CDC numbers fed into the 

algorithm. GFT could thus almost instantaneously translate dynamics of search behavior into 

perceptible, recognizable patterns. This was only achieved, however, by overlooking delayed 

yet relevant information about the actual evolution of viral activity.  

GFT wanted to keep its signal pure. Its algorithm was designed to isolate anticipated viral 

activity from the behavior changes that affected both its digital (the search queries) and 

biological (its transmission through contact, etc.) dynamics (Mackenzie 2014). GFT’s tracking 

of viral activity was based on a correlation between past search activity and past viral activity, 

which meant that its capacity to make viral activity intelligible was entirely dependent on past 

behavior patterns. What became most evident during epidemics is the contingency of these 

patterns and the increasingly unsuccessful work by GFT to subsume viral activity into these 

patterns nevertheless. This work by which data are abstracted from their biological, social, and 

material substrate is instrumental in attempting to represent (to stabilize) the volatile processes 

and relations of viral activity, including things like the factors affecting how people feel, think, 

and behave about a potential flu infection at a certain point in time. But the extent to which 

GFT’s data were severed from the processes they aimed to represent allowed them to take on 

a life of their own: a trackable life, in which there was very little actual flu.16  

Into the wild: Algorithmic biopolitics 

Even though it failed to predict the next epidemic outbreak, GFT hasn’t necessarily been a 

failure. As was noted by Theresa MacPhail (2015), many within the epidemiological 

community saw it as a step in the right direction, as it provided insight into predictive models 

in general. More than ever, the shutdown of GFT now seems to be little more than a distant 

memory. Advances in big data analytics, crowdsourcing, and machine learning promise to 

improve epidemiological surveillance. The consensus seems to be rapidly building around the 

 

16  When asked, in retrospect, what lessons he drew from Flu Trends’ ‘parable’, one of two engineers that 

spearheaded its creation makes this interesting statement: ‘There isn’t a ground truth for what exists. 

[Flu tracking systems] are all proxies for flu illness or influenza-like illness, and there is great power 

that comes from combining these signals. … There’s huge promise with these techniques, but you have 

to understand how they should be used’ (Madrigal 2014). 
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fact that many of the troubles experienced by GFT are solvable by, for instance, combining 

data sources and better updating algorithms. What is announced is nothing less than a sea 

change in global health surveillance (National Academies of Sciences and Medicine 2016).  

This enthusiasm has translated into a recent proliferation of digital platforms aimed at 

mapping, monitoring, and predicting infectious diseases. Take the example of the CDC. Only 

a few months after GFT’s most flagrant error (during the 2012–2013 flu season), the CDC 

launched the Predict the Influenza Season Challenge. It announced that the research team that 

most successfully used digital surveillance data (Twitter, internet search data, web surveys, etc.) 

to predict the timing, peak, and intensity of the upcoming 2013–2014 flu season would receive 

an award of US$75,000. Eleven teams completed the challenge, using a variety of data sources. 

A team from the Mailman School of Public Health at Columbia University, led by Dr. Jeffrey 

Shaman, won the contest. Put bluntly, the winning system used Google Flu Trends’ data, 

which was available online, conjointly with weekly region-specific reports from the CDC on 

verified cases of flu. It thus addressed what was earlier identified as a key issue in the design 

of GFT: its overreliance on online data alone. In following years, the flu-forecasting challenge 

was won by a team led by Dr. Roni Rosenfeld (Carnegie Mellon University), using a 

combination of machine learning and crowdsourcing (Biggerstaff et al. 2016).  

As an upshot of its annual competition, the CDC has worked closely with different teams to 

foster innovation in flu-activity modeling and prediction. This led to the launch of the FluSight 

website in January 2016, only a few months after GFT was shut down, to provide forecasts of 

flu activity. As was explained in the statement announcing the launch, while the CDC does 

track flu activity through its nationwide flu surveillance system, this system ‘lags behind real-

time flu activity’. The goal of infectious disease forecasting, the statement continued, ‘is to 

provide a more-timely and forward-looking tool that predicts rather than monitors flu activity 

so that health officials can be more proactive in their prevention and mitigation responses’ . 

The CDC is not alone. Global health researchers and institutions are eagerly investing in 

similar solutions, to be used in a vast array of situations. Digital communication, modeling, 

and visualization technologies are being rapidly integrated in epidemiology and health logistics, 

thus reconfiguring the practices and scope of global health (Peckham and Sinha 2017; Parks 

2009). The growing role of digital technologies in the government of epidemiological threat is 

also illustrated by their spread in humanitarian settings, leading to the emergence of the field 

of ‘digital humanitarianism’ (Read, Taithe, and Mac Ginty 2016; Duffield 2016). What we are 

witnessing is a broad movement in which experimenting with big data is increasingly being 

heralded as critical to global public health efforts to detect and contain disease (Erikson 2018). 

As a result, insecurity, poverty, and precarity are increasingly framed as informational issues, 

that is, as issues amenable to data-based modeling techniques and interventions.  
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These developments carry significant implications as far as a (bio)politics of algorithms is 

concerned. Algorithmic tracking seeks to enclose the future in the present through 

anticipation. GFT’s aptitude at early threat detection relied upon the automatic recognition of 

particular scenarios – for instance, what is a normal search behavior and what is not – 

themselves based on the mining of past data. It thus was based on the assumption that big 

data analytics can harvest patterns of life – how things have been in the past and are thus 

supposed to be in the future – to detect potential threat. Algorithmic tracking produces the 

sense that certain possible futures are inevitable in the present (Adams, Murphy, and Clarke 

2009). This may constrict the imagination of other possible futures (Duclos, Sánchez-Criado, 

and Nguyen 2017), of futures not already mapped out by and contained in past patterns. For 

that reason, the troubles experienced by GFT may instill a sense of relief. They hint at how 

the messiness of life may disrupt past patterns and exceed technical capacities at predicting 

their occurrence. They may gesture toward the presence of an unthinkable remainder of 

realities that remain opaque to or exceed algorithmic tracking. Even in the midst of ubiquitous 

computing, GFT’s troubles suggest, there remains a lurking sense of the force of 

indeterminacy (Munster 2013, 141). In the context of the ubiquitous influence of online 

tracking on most dimensions of individual and collective life, the failure by one of the largest 

data-mining companies to anticipate the behavior of the digital crowd may feel reassuring.17 It 

may serve as a reminder not to magnify the threat posed by algorithmic capacities – the same 

applies to artificial intelligence – for blurring the distinction between the calculation of a 

possible future and the intensity of its unfolding. To a certain extent, then, it is possible that 

the death of GFT contributes in moderating a growing sense of moral panic often associated 

with the increasing influence of algorithmic tracking and artificial intelligence on the ordering 

of social life.  

But taking into account the intensity of the ‘googling crowds’ is not sufficient to understand 

the troubles experienced by GFT. Unpredictable, viral anxiety in web searching was obviously 

a key issue for GFT, since it did not correspond to past online search patterns. As I have 

suggested here, online search behavior during epidemics resembled that of a suggestible 

crowd, one exposed to, reacting to, and participating in the complications of the world. But 

the problem with GFT was not only how the self-intensifying dynamics of online contagion 

affected the algorithm’s search behavior. The problem was also, I argue, that the autonomy of 

these dynamics was taken for granted by the very design of the system. While it did 

 

17  Examples are too many to enumerate. Suffice it to mention that they include speculator demonstrations 

such as the role played by data tracking in the recent US presidential election and the establishment of 

the Social Credit System in China but also more normalized forms of tracking enabling targeted content 

and advertisement.  



Algorithmic futures 
 
 
 
 

 

70 

acknowledge that the affectability of its users could lead to ‘mass-panic searching’ (Ginsberg 

et al. 2009), Google did not take that into consideration when designing GFT’s algorithm. 

GFT did not account for the many conditions, including within the Google search 

environment, that may affect user behavior in new ways. As a result, the conditions – put 

simply, the Google search engine – under which data mined by GFT was generated differed 

substantially from the ones under which the algorithm was initially trained, namely, data from 

previous years, upon which the correlation established by GFT was based. As mentioned 

earlier, this was exacerbated by the fact that GFT also did not include data about viral activity 

from the CDC when it became available as the flu season evolved. This led to prolonged 

misdetections and overestimations of flu activity.  

The troubles experienced by GFT raise questions that apply to recent developments in 

machine learning and artificial intelligence, and addressing these may help us better apprehend 

the future effects of digital technologies on global health. For the most fervent prophets of 

machine learning, GFT may raise the question of the experimental conditions under which an 

algorithm could be trained so that they ‘learn to learn’ in ways that make them less susceptible 

to the kind of human biases on which GFT was still fatally reliant. Skeptics of machine learning 

might find comfort in the notion that, even as methods improve and tracking becomes more 

accurate, there will always remain a remainder, indeterminate, in excess. These viewpoints are 

situated at the ends of a spectrum oscillating, we may say, between technological utopianism 

and romantic humanism. But is this excess in and of itself something with which to be content? 

Is it, for instance, ethically and politically satisfactory to feel reassured by the apparent limits 

of tracking? Or could it hint at a strategic retreat into more opaque forms of life, or, conversely, 

at the emergent potentials of the digital crowd? These questions are important. But to deal 

with them better, it is important to insist that the underlying challenge posed by GFT is to be 

able to think about tracking without foundering on dichotomous thinking: technical ordering 

or untamed human nature, technical function or social behavior, formal abstraction or 

overflowing life. The challenge is to equip ourselves with a language that allows us to critically 

address tracking processes by which the future is enclosed while nevertheless insisting on what 

will not be contained. It is, in other words, to engage with algorithmic systems as spaces we 

craft and inhabit, in which we shape our lives, with their own combination of openness and 

finitude.   
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